Abstract

Cognitive neuroscience has developed many approaches to the study of learning that might be useful to functionally oriented researchers, including those from a relational frame theory (RFT) perspective. We focus here on two examples. First, cognitive neuroscience often distinguishes between habit and goal-directed reinforcement learning, in which only the latter is sensitive to proximal changes in behavior-environment contingencies. This distinction is relevant to RFT’s original concerns about how rule-based processes can sometimes render an individual’s behavior maladaptive to changing circumstances. Second, the discovery of neurophysiological structures associated with fear extinction and generalization can potentially yield new insights for derived relational responding research. In particular, we review how such work not only informs new ways of modifying the functions transformed in derived relational responding, but also new ways of measuring derived relational responding itself. Overall, therefore, existing conceptual and methodological advances in the cognitive neuroscience literature addressing learning appear to generate functionally interesting predictions related to RFT that might not have surfaced from a traditional functional analysis of behavior.
The goal of cognitive neuroscience is to understand how cognitive activities emerge from biological operations in neural tissue. At first, this field might seem far removed from functional psychology where behavioral events are explained relative to measurable regularities within the environment (De Houwer, Barnes-Holmes & Moors, 2013). Yet cognitive neuroscience can meaningfully contribute to the progression of functional psychological endeavors, including relational frame theory (RFT; Hayes, Barnes-Holmes & Roche, 2001; Vahey & Whelan, 2016). This is possible because cognitive neuroscience measures behavioral events as a proxy for cognitive activity (e.g. De Houwer, 2011; De Houwer, Gawronski, & Barnes-Holmes, 2013, p. 16). These behavioral events include brain activity, typically assayed non-invasively in humans using functional magnetic resonance imaging (fMRI) or electroencephalography (EEG). Here, we focus on two recent conceptual and methodological developments in the cognitive neuroscience literature. The first posits that it is possible to measure the relative contribution to learning of, broadly speaking, verbal behavior versus direct behavior-environment contingencies. The second development is concerned with both the extinction and generalization of conditioned fear. These advances in the cognitive neuroscience of learning generate interesting functional predictions related to RFT that might not have surfaced from a traditional functional analysis of behavior.

Goal-directed vs. habitual behavior

A core concept in RFT is that behavior does not need to be under the control of directly present behavior-environment contingencies. Indeed, verbal behavior (i.e., controlled by contingencies not directly present) can sometimes be at odds with the history of reinforcement experienced by an individual. For example, if a person with arachnophobia is told that there is the possibility of a spider inside a packet of their favorite snack, that person is highly unlikely to reach into the packet despite a long history of reinforcement for that behavior. In a broadly analogous manner, cognitive neuroscience often distinguishes goal-directed behavior from habitual behavior. Goal-directed behavior here refers to the ability to strategically calculate and then select the optimal action for obtaining a given outcome based on the current outcome value assigned to each response alternative (as a result of previous learning trials). More specifically, goal-directed behavior is posited to work using a learned internal model of the world (e.g., by representing, testing and updating possible action outcomes) with values encoded in the ventromedial prefrontal cortex (vmPFC; part of the executive system) via the dorsomedial striatum (namely, the caudate nucleus). In contrast, habitual behavior is viewed as being gradually ‘stamped in’ to the vmPFC via the dorsolateral striatum (namely, the putamen) by the overall history of reinforcement for a particular response so that it tends to be emitted regardless of proximal changes in the behavior-environment contingencies that originally influenced it (see Doll, Simon, & Daw, 2012; Wood & Rünger, 2016, pp. 291-292, 298-301). Thus, to describe behavior as being habitual is to describe it as being in some sense automatic and inflexible (i.e., cognitively efficient; see De Houwer & Moors, 2012; Wood & Rünger 2016). The
extant cognitive neuroscience literature suggests that both types of learning operate in parallel, and the degree to which a behavior is under the relative control of goal-directed versus habitual processes is influenced by the degree to which that behavior has been repeatedly and consistently reinforced in the relevant context (Daw, Gershman, Seymour, Dayan & Dolan, 2011; O’Hare et al., 2016; Redgrave et al., 2010). The relative influence of model-based over habitual learning has also been shown to develop with age (Decker, Otto, Daw, Hartley, 2016).

The RFT literature describes experimental tasks that require participants to derive new stimulus relations in the absence of competing reinforcement contingencies. In deriving these relations, verbally sophisticated participants likely engage in trial and error rule-generation during the training phases of such tasks until they reliably obtain reinforcement for responding in accordance with a given self-generated response rule (see Cabello, Luciano, Gomez & Barnes-Holmes, 2004; Hayes, White & Bissett, 1998; Luque & O’Hora, 2016). As such, the empirical studies underpinning RFT have generally focused on the emergence of rule-based behavior that is optimally sensitive to environmental regularities (i.e., analogous to goal-directed processes in the cognitive neuroscience literature), without necessarily accounting for the influence of relatively direct contingency learning. However, it has recently been argued that human behavior should not be conceptualized as being either exclusively verbal or exclusively non-verbal but rather as being on a continuum between these two extremes (Barnes-Holmes, Barnes-Holmes, Hussey & Luciano, 2016; Hughes, Barnes-Holmes & Vahey, 2012, pp. 32-34). The Multi-dimensional Multi-level (MDML) analytic framework identifies four distinct ways in which a given behavior might lie on the continuum between verbal and non-verbal: behavior can be more versus less derived, relationally complex, relationally coherent or most importantly for the present purposes – relationally flexible (see Barnes-Holmes et al., 2016, pp. 123-124). Barnes-Holmes et al. defined relational flexibility as a property that describes behavior to be “more or less sensitive to current contextual variables” (p. 123) – acknowledging that this variable awaits systematic description via experimental research.

An exciting avenue for future research could be to investigate the conditions under which rule-based behavior is more or less insensitive to reinforcement contingencies (O’Hora, Barnes-Holmes, & Stewart, 2014). Against this backdrop, the already well-established literature underpinning the cognitive neuroscience of habits is likely to be a useful source of both data and ideas for the theoretical development of RFT. Regarding data, the habit literature contains a large store of functional findings that are compatible with, but generally not considered by, RFT, including a large body of research findings describing what functional features lead operant behavior to become relatively habitual over time (see Wood & Rünger, 2016). For example, instrumental behavior is particularly likely to become habitual when it is relatively (a) uncomplicated, and (b) consistently reinforced in a (c) stable context such that reinforcement is delivered (d) intensively and (e) for a relatively prolonged period of time (Adams & Dickinson, 1981; Ostlund & Balleine, 2009; Wood &
In addition, instrumental behavior is particularly likely to become habitual under (e) variable interval schedules of reinforcement, and/or when the relevant individual is (f) stressed, (g) under the influence of psychostimulants (e.g., tobacco or cocaine), and/or (h) disinclined to deliberate about the relevant behavior (Gillan, Otto, Phelps, & Daw, 2015; Wood & Rünger 2016, pp. 295-305).

There is even preliminary evidence that (i) avoidance behavior is more prone to becoming habitual than behavior that is positively reinforced (likely because it is more difficult, by definition, for an individual to discriminate when an avoidance contingency has been discontinued or otherwise devalued; see Holland, 2008, pp. 239-40; LeDoux, Moscarello, Sears, & Campese, 2017, pp. 26-31; Gillan, Urcelay, & Robbins, 2016). This ambition to develop measures of the individual’s tendency toward habitual and non-deliberative avoidance (e.g. Gillan et al., 2011; Gillan et al., 2014) is clearly complementary with RFT’s traditional focus upon experiential/psychological avoidance as a deliberative form of avoidance implicated in a diverse array of psychopathological conditions (e.g., Hayes, Wilson, Gifford, Follette, & Strosahl, 1996). For example, Gillan et al. (2014) found that unlike controls, participants diagnosed with obsessive-compulsive disorder persisted with a modestly trained pedal-press habit for avoiding an electric shock to the wrist even after they were extensively instructed, shown and reported believing that the electrode attached to his/her wrist had been disconnected from the relevant electric power source. Crucially, even though all of Gillan et al.’s (2014) participants with OCD clearly derived the intended meaning of those instructions, this often failed to disrupt the relevant pedal-press avoidance function (i.e., unlike the control participants for whom the relevant function was completely disrupted by the instructions). Such examples raise key questions for RFT about when derived relational responding is likely to be successful versus not in disrupting or otherwise transforming the functions of habitual behavior (e.g., whether by transforming the functions of its cues or its consequences). By systematically examining those situations in which some people display compulsive (or addictive) behaviors RFT may discover useful answers to such questions.

In summary, cognitive neuroscience models of reinforcement learning clearly have potential to inspire meaningful conceptual development of RFT with respect to the factors that render derived relational responding more or less influential in moderating directly contacted operant or respondent processes (and vice versa). Moreover, as per Yin & Knowlton (2006, p. 474), there is clearly a longstanding appetite among neuroscientists to elaborate their models of habitual behavior based upon the kinds of functional distinctions made by RFT:

*Given the enormous structural complexity of the basal ganglia, a strictly bottom-up approach in elucidating their [habit-related] functions might not be fruitful. Instead, research can be guided by a top-down analysis based upon behavior.*
Thus, such research has the potential to not only yield a wider audience for RFT, but also to yield substantial applied value insofar as it seeks to provide a technical understanding of what environmental variables govern our ability to modify relatively entrenched and problematic behavioral patterns deliberately via derived relational responding.

_Fear learning: A view from cognitive neuroscience, and directions for RFT and behavior analysis_  

Pavlovian conditioning is widely used in the study of human fear learning (Beckers, Krypotos, Boddez, Effting, & Kindt, 2013). First, a neutral stimulus (e.g. a tone) is repeatedly paired with an unpleasant outcome (unconditioned stimulus; US, e.g. a brief electric shock). The antecedent stimulus is then likely to evoke preparatory defense responses, both physiological (e.g. enhanced skin conductance or eye-blink startle potentiation) and behavioral (e.g. conditioned suppression); at this stage, the once neutral stimulus is referred to as a conditioned stimulus (CS). Operant conditioning is often incorporated into these paradigms when US omission is made contingent on the production of an overt response (e.g. a specific arm movement or rate of key-pressing) (Lovibond, 2006; Meulders, Franssen, Fontyne & Vlaeyen, 2016; Vervliet & Indekeu, 2015). In general, these learning processes might reflect emergent fear and avoidance responding following a real-world aversive experience (Craske, Hermans & Vansteenwegen, 2006).

Cognitive neuroscience typically views fear-learning processes from the ‘implementational’ and ‘algorithmic’ perspectives (Marr, 1982; Moors, 2007). The former approach describes processes with respect to necessary and underlying neurophysiological mechanisms (e.g. Davis, 1992), while the latter approach focuses on the meditational role of representational structures (e.g. Bouton, 2007). It is assumed, for example, that sensory information about a CS and US are independently stored in memory. These traces are both activated during contingent CS-US pairings, which allows an associative link to form between the two (Hall, 1996). This CS-US association converges in the basolateral amygdala (BLA) and is excited by projections from the sensory cortices in response to any subsequent CS presentation (LaBar, Gatenby, Gore, LeDoux & Phelps, 1998; LeDoux, 1998). The BLA then engages the central nucleus of the amygdala (Ce), which is the primary output nucleus for conditioned fear responses (Wilensky, Schafe, Kristensen & LeDoux, 2006). Projections from Ce to hypothalamus are related with increased autonomic arousal, and the prelimbic (PL) prefrontal cortex and ventral striatum (VS) are implicated in the emission of passive and active avoidance behavior (Bravo-Rivera, Roman-Ortiz, Brignoni-Perez, Sotres-Bayon, & Quirk, 2014; Davis, 1992; Lissek, 2012; Sotres-Bayon & Quirk, 2010). Cognitive neuroscience therefore generates information about the internal neurophysiology associated with fear expression, as well as a framework to describe the mental structures that translate into fear-related behavioral output (e.g. Bravo-Rivera, et al. 2015; Büchel, Morris, Dolan & Friston, 1998; Lissek et al., 2014; Moors, 2009).
In contrast to cognitive neuroscience, RFT and behavior analysis use functional definitions (e.g., Dymond & Roche, 2009; Hayes et al., 1996), in which learning processes are explained with respect to a history of measurable correlations between environmental stimuli and behavioral responses (Skinner, 1974), and this mode of analysis produces information about the circumstances associated with fear (e.g. Dinsmoor, 2001; Friman, Hayes & Wilson, 1988; Lohr, Olatungi, & Sawchuk, 2007; Mowrer, 1939; Weiner, 1963). But a judicious exploration of the concepts and methods from cognitive neuroscience may help to further the depth of clinical RFT and behavior analysis (e.g. De Houwer, 2011; Hayes, Barnes-Holmes & Wilson, 2012; Zentall, 2012). We first indicate how cognitive neuroscience has revealed new functional information about the extinction of conditioned fear, which is a psychological phenomenon that is frequently discussed in the RFT literature (e.g. Blackledge, 2007; Dougher, Augustson, Markham, Greenway, & Wulfert, 1994; Roche, Kanter, Brown, Dymond & Fogarty, 2008). Similarly, we propose that cognitive neuroscience offers insights into the generalization of fear, another psychological phenomenon discussed in the RFT literature (e.g. Auguston & Dougher, 1997).

**Cognitive neuroscience and extinction learning.** A functional definition of extinction is ‘a decreased frequency of a conditioned response (CR; e.g. heightened autonomic arousal or ‘freezing’) by virtue of the repeated presentation of a CS (e.g. a tone) without the US (e.g. a brief electric shock)’. As such, extinction learning is described as a psychological phenomenon where conditioned fear simply diminishes with each CS presentation. A critical observation, however, is that extinction does not totally erase conditioned fear from an organism’s repertoire. A return of extinguished fear is often seen following (i) the passage of time (spontaneous recovery; Pavlov, 1927), (ii) a change in context (contextual renewal; Bouton & King, 1983) and (iii) a re-presentation of the US (reinstatement; Hermans et al., 2005). The basic functional definition of extinction does not readily tell us about the factors relating to robust extinction learning. That is, the basic definition does not contain information as to the environmental conditions associated with the return-of-fear after initial extinction. Supplementing a functional account with recent evidence from cognitive neuroscience (e.g., Onat & Büchel, 2015) can both provide added information about the functional conditions that promote extinction and afford a more complete theory of extinction that accounts for post-extinction return of fear effects (e.g. Milad & Quirk, 2012).

It is often assumed within cognitive neuroscience literature that an original, ‘excitatory’ association between the CS-US remains intact in memory while a secondary ‘inhibitory’ association is formed during extinction; this inhibitory association encodes that the CS no longer predicts the US. These dichotomous associations compete with one another, thus establishing a CS whose function is ambiguous and determined by additional environmental factors. Recall of the inhibitory CS-US association might fail, for example, if the CS appears in a context that is dissimilar to the one where extinction took place, leading to return-of-fear (Bouton, 2002; Bouton & King, 1983; Bouton,
Winterbauwer & Todd, 2012; Pavlov, 1927). This is known as the inhibitory learning model of extinction; it is an account that reframes extinction as an active learning process. Infralimbic (IL) and ventromedial prefrontal cortex (vmPFC) activity has, in particular, been implicated in the retention of extinction after a delayed period. Stated otherwise, inhibitory associations converge on the IL for long-term storage and, once excited, the IL dampens conditioned fear via projections to amygdala (Milad & Quirk, 2012; Quirk, Garcia, Gonzalez-Lima, 2006). Indeed, IL neurons have been observed to selectively activate in response to an extinguished CS in the days after extinction and the level of activity negatively correlates with the expression of fear (Milad & Quirk, 2002). Lesions to the vmPFC that center on IL are also associated with a return of fear in the days after successful extinction (Quirk, Russo, Barren, & Lebron, 2000). Furthermore, evidence suggests that extinction-related vmPFC activity is modulated by input from the hippocampus, which is associated with the retention of context-specific sensory information (Corcoran & Quirk, 2007). Cognitive neuroscience has therefore broken new ground and uncovered internal mechanisms that may account for extinction learning and return-of-fear. In short, the potential for the extinguished CS to evoke fear is retained by the structures surrounding the BLA and Ce, but this circuitry can be inhibited by contextually dependent activity within the IL, vmPFC and hippocampus.

Experimental research from the cognitive neuroscience perspective has the potential to augment our original functional understanding of extinction, thus paving the way to optimized extinction learning and restricted return-of-fear (see Craske, Treanor, Conway, Zbozinek, & Vervliet, 2014). Haddad and colleagues (2015), for example, recently hypothesized that differences in PFC maturation during adolescence might impact on the ability to form inhibitory CS-US associations. Their investigation revealed that anxious adolescents indeed elicited heightened conditioned fear to a safety cue that was explicitly paired with an omitted US (i.e. a CS-), and brain activity in areas such as the dlPFC were negatively correlated with age. In contrast, non-anxious adolescents did not elicit heightened responding to the CS, and brain activity in areas such as the vmPFC were instead positively correlated with age (Haddad, Bilderbeck, James, & Lau, 2015). This evidence suggests that inhibitory-based extinction learning may improve with age but the developmental trajectory is perturbed in those with high levels of anxiety. In addition, and building upon the inhibitory-learning model of extinction, Vansteenwegen and colleagues (2007) highlighted a means to attenuate return-of-fear. It was predicted that installing new inhibitory association across multiple contexts could interfere with the re-activation of the original CS-US associations in a novel context (also, see Neumann, 2006). Phobic students were, therefore, repeatedly shown videos of a spider in either one specific location or three different locations. Fear responding to the spider reliably reduced across extinction trials and a return-of-fear was observed when the spider was then presented in a new context. However, the return-of-fear was significantly diminished in the multiple locations extinction-
This finding suggests that extinction learning can be functionally enhanced when the CS is extinguished across multiple contexts.

Advances in cognitive neuroscience clearly highlight new information about the conditions related to extinction learning, which have implications for on-going clinical RFT research. Vervoort and colleagues (2014), for example, recently demonstrated restrictions in the transformation of extinction functions through stimulus equivalence classes. On the one hand, extinguishing fear responding to a CS+ resulted in derived fear reduction to other members of a stimulus equivalence class. On the other hand, extinguishing fear responding to an equivalent stimulus bared no discernable impact on fear responding to the CS+ (Vervoort, Vervliet, Bennett & Baeyens, 2014). This evidence suggests that the extinguished stimulus is a critically important factor in derived extinction of conditioned fear. Future research might now examine whether individual differences in age and anxiety impact on derived extinction (as indicated by Haddad, et al., 2015). It might be the case, for example, that derived extinction is diminished in adolescents and hampered even further in those with a prior history of anxious symptomology. This question is clinically interesting given that derived extinction learning is one (of many) mechanism-of-change that supposedly drives Acceptance and Commitment Therapy (ACT; see Blackledge, 2007; Dymond & Roche, 2009). If indeed derived extinction is weakened in anxious adolescents, then this population might be at risk for poorer therapeutic outcome and could benefit from tailored forms of ACT and behavior therapy (e.g. Craske et al., 2014). In addition, it may be interesting to examine whether the steps taken to maximize extinction learning also translate into derived extinction learning. Recent research has confirmed, for example, that the return of derived avoidance in a novel context can be greatly reduced by presenting the CS without the US across multiple contexts (Bennett, Roche, Baeyens, Broothaerts & Hermans, 2016).

Cognitive neuroscience and category-based fear learning

Humans do not just respond to the sensory properties of a fear-relevant event: conceptual knowledge of the interrelations between stimuli is also drawn upon during an aversive learning experience (Dunsmoor & Murphy, 2015). This is particularly obvious when abstract events evoke excessive fear and avoidance despite never featuring in a conditioning episode (Bennett, Vervoort, Boddez, Baeyens & Hermans, 2015). For instance, an individual who survives a traumatic car accident might later experience distress when confronted with symbols of driving (e.g., the sound of keys) and even avoid other modes of transport (e.g., trains or boats; Yule, Bolton, Udwin, Boyle, O’Ryan, & Nurrishh, 2000). RFT research has experimentally replicated the learning history that might lead to this sort of outcome. An artificial verbal category is typically established by way of a stimulus equivalence class (e.g. A1=B1=C1=D1) and a US is repeatedly paired with a single member (i.e., B1+). The behavioral control exercised by other members of this stimulus equivalence class (i.e.,
C1 & D1) subsequently alters (or transforms) as they evoke heightened fear-related responses; this is known as a transformation of stimulus function (Hayes, et al., 2001).

There is increased recognition of the role that conceptual knowledge plays in fear acquisition within the cognitive neuroscience literature and, here, the term ‘category-based generalization’ is common (Dunsmoor & Murphy, 2015). The literature documents altered behavioral responding to stimuli that are categorically related to an aversively conditioned stimulus, and changes in the neurophysiological structures that hypothetically encode for category-selective information. For example, Dunsmoor and colleagues posited that the neuronal representation of an entire category is modified when single exemplars are associated with an aversive US and this neurophysiological change may facilitate a transfer of fear to previously neutral exemplars (Dunsmoor, Kregal, Martin & LaBar, 2014). Therefore, changes within and around category-selective regions of the occipitotemporal cortex were examined during fear conditioning. In this paradigm, forty different exemplars from one category (e.g., ‘types of animals’) were paired with a brief electric shock (US) and 40 different exemplars from the other category (i.e., ‘types of tools’) were paired with an omitted US. Participants generally elicited heightened skin conductance and self-reported US expectancy to exemplars of the aversively conditioned category, relative to exemplars of the non-aversively conditioned category. The affective meaning of an entire category clearly shifted as novel exemplars evoked conditioned fear. A neurophysiological analysis concurrently targeted category-selective regions of interest (ROI); namely, the lateral fusiform gyrus, posterior superior temporal sulcus and inferior occipital regions, which activate in response to images of animals (or animate stimuli), and the medial fusiform gyrus and posterior middle temporal gyrus, which activate in response to images of tools (or inanimate stimuli) (see Dunsmoor, et al. 2014). Aversive conditioning was associated with increased functional activity in the category-selective brain regions as a function of the Pavlovian contingency: animal-selective brain regions enhanced when individual animals were associated with the US while tool-selective brain regions enhanced when individual tools were associated with the US. Activity patterns within a set of voxels from the occipitotemporal cortex were also compared amongst the different category exemplars; this is known as ‘representational similarity analysis’. Voxel activation (or representational similarity) was most similar between exemplars from the aversively conditioned category. That is, activity patterns were most similar between animal-animal stimulus pairs (relative to animal-tool pairs or tool-tool pairs) when animals were paired with the US and activity patterns were most similar between tool-tool stimulus pairs (relative to animal-tool pairs and animal-animal pairs) when tools were paired with the US. Dunsmoor and colleagues’ (2014) paradigm can be seen as similar to the fear learning research that features in the RFT literature (e.g., Augustson & Dougher, 1997; Dymond et al., 2011); a number of studies now show that participants elicited spontaneous fear to previously neutral stimuli by virtue of their arbitrary relation to a set of
physically distinct, directly conditioned stimuli. This is known as the transformation of stimulus function.

Neurophysiological evidence can provide additional in vivo insights into verbal learning processes. First, activity in category-selective brain regions could provide a novel way to measure the transformation of stimulus function. For instance, a ‘representational similarity analysis’ revealed that pairs of physically dissimilar stimuli elicited similar occipitotemporal cortex activity when they were conceptually similar and shared a functional outcome. Relative activity in category-selective ROIs could therefore be used to measure the emergent, functional interchangeability between physically dissimilar stimuli; this is of course a definitive component of stimulus equivalence. Behaviorally, the interchangeability between verbal stimuli is checked in two ways. Unreinforced conditional discriminations can be examined during an arbitrary testing phase of a Matching-to-Sample task and this is referred to as a ‘derived relational response’ (e.g. if A1 \(\rightarrow\) B1 & if A1 \(\rightarrow\) C1, then B1 \(\rightarrow\) C1 & C1 \(\rightarrow\) B1). Spontaneous Pavlovian or instrumental responding can be examined during a conditioning paradigm and this is specifically referred to as a ‘transformation of stimulus function’ (e.g. if B1 controls avoidance, then C1 will also control avoidance). We now suggest that neurophysiological activity in category-selective ROIs may offer a new means to index the functional interchangeability of verbal stimuli

Neurophysiological changes in category-selective ROIs could also act as a dynamic test for the transformation of stimulus function that provides information about speed and effort. Dunsmoor and colleagues, for example, demonstrated that previously novel category-exemplars elicited heightened fear and increased category-selective ROI activity once a number of other exemplars were paired with a US (Dunsmoor et al., 2014). This finding could suggest that the evaluative function of an entire verbal category transforms during a limited number of CS-US pairings. That is, the transformation of stimulus function could be already evident on a neurophysiological level in the seconds after a fear-conditioning episode. This approach contrasts with the status quo wherein the transformation of stimulus function is only said to occur after a member of a stimulus equivalence class (e.g. C1) evokes an overt behavioral response that was directly conditioned to another member (e.g. B1) (see Dymond & Roche, 2009). Functional imaging could therefore enhance the temporal sensitivity of RFT research; indeed, there are published examples of this approach (e.g., Amd, Barnes-Holmes & Ivanoff, 2013). Regarding the strength of the transformation of stimulus function, future research could examine individual differences in the activity of category-selective brain regions. For instance, do individuals with specific phobias show differences in brain activity in category-specific brain regions relative to healthy controls? Such temporal and spectral information will, in principle, drive novel research questions as well as create new clinical applications for RFT and behavioral analysis. As an example, Whelan and colleagues (2012) found that individual differences in
neurophysiological activity could differentiate among a range of phenotypes (substance misuse, ADHD symptoms), whereas overt behavioral measurements such as reaction time could not.

**Conclusion**

In the current paper we have reviewed various examples of how recent conceptual and empirical developments in cognitive neuroscience can foster the conceptual and empirical development of RFT in ways not previously anticipated from within the RFT literature. Initially, we focused upon how the cognitive neuroscience of habits highlights the need within RFT to consider how derived relational responding renders behavior more or less sensitive to behavior-environment contingencies. Then, we reviewed how the cognitive neuroscience of fear extinction and generalization could highlight new ways of measuring and modifying the functions transformed by derived relational responding. We therefore recommend the cognitive neuroscience literature to RFT researchers as a potential source of research innovation that extends far beyond the examples in this article. Of course, the uncritical adoption of cognitive neuroscience concepts is not recommended. However, whenever cognitive neuroscience overlaps with RFT in terms of its functional domain, RFT researchers have the opportunity to obtain ready-made information about the physiological constraints that apply to any given behavioral function (Vahey & Whelan, 2016). Indeed, as we have also argued throughout the current manuscript, it is possible that measures such as fMRI and EEG may be more sensitive than measures such as reaction time for detecting and thus discovering subtle functional relations between behavior and its environment, and may therefore add not only to the analytic depth of RFT but also to its precision and scope.
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